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Hard coding has its limits




The machine learning way

Faces Not faces
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The machine learning way

Faces Not faces

L
o
&

4

y Y X
A = ¥

®

e

-~ l

Ny iy

- - ,‘ .

- | kﬁ "

: = 3‘ Y ‘: %
EABIS T © 3 %X‘iﬂ--ﬁ JisE 3 a
/ li 1»3]“?\3 51&? ?t}l ’ yﬁ -.‘“:— . . ‘/

] '."v_l

.
bt

kB EN
: -

N

(94

=
| .J}.!l o
- L

5 U

*3 L |
»

e )
N

TG
=
4

= Ok
g ‘v\. % ¢ 3
‘ B
it ¥ ¥ . =
.

s.n,* 3
S I E . A
atg‘ - I LR BN G VRS



NAONE XS N /o O
T— LM N RN
LN~NATFA P00 3+~
VNS oernpyIr0O0
SN o~ 0D LN\ o
TN=—NTRO T
DT THROFP T

xdb/mnist/

/e

om

Jecun.

ology - Download the dataset at http://yann

O Oa O~
D - .9
WO 70 V) &~
— Q™ @1.h

SQU?G..?D/.Q;G:I.&U- -

5
\ O ¢
8
|
) 0 7
7
)
S
vy
3
q

OO N F %
G NSO W Co ) — )
C—c~QM—d—-3d®o
QR -~ > a0 > A
Q) T =t~ Y D0 M o~
DoNBRAWMA — NN
— 3N =) S0 oMW M

d National Institute of Standards a

MNIST = Mixe


http://yann.lecun.com/exdb/mnist/

Visual area of
brain

\
\

&\

-

1 1
T T

-
=
Rl

Cell response

Stimulus



http://www.youtube.com/watch?v=8VdFf3egwfg

A simple neural net for classifying images of digits
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softmax(z;) = exp(z:) .
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[Modified slide by from Martin Gorner]



The modular (layer-wise) view of neural nets

p (y=0)

X Linear Softmax ﬁbp(yﬂ) i’




Supervised learning

0 /[ z %> 4 5 ¢ 7 & 9

%) %) %) (%] %) (%] %) 0 1 %)

Aetuod probabilities, "one—hot' encoded

Cross ém‘/olﬁ/w — Z Y;.'. log(Yi)
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Want better results? Go bigger and train end-2-end !
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Case study: Visual speech recognition

Improving speech recognition in noisy
environments.

Silent interfaces.

Helping patients with aphonia.

Resolving multi-talker simultaneous speech.



http://www.youtube.com/watch?v=FwOLHtHrVbc&t=31
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Step 2: Train a large deep network

( Data Processing
e o Fams
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Step 3: Evaluate performance

Ground truth:

| am making this video for all my friends and family
who may not know what I'm going through having
done their research or even people that are
actually going through what I'm going through

Prediction:
and making this video for all my friends and family
you may not know what I'm going to do a little
research or even people that actually going
through what I'm going through

Word Error Rate: 22.86%



http://www.youtube.com/watch?v=NKY1VJJVJq0&t=2

Convolutional Encoder-Decoder

. ‘ ‘ \‘ Pooling Indices y
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RGB Image I Conv + Batch Normalisation + ReLU Segmentation
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END-TO-END DEEP LEARNING PLATFORM @

FOR SELF-DRIVING CARS

Vam— T h o u S a n d s of Convolutional Neural Network
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He loved to eat



The key Al revolution ingredients

Science
Data
Computing
Software
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Deep learning research is like playing with lego

: b

Not like this But rather like this

Combinatorial re-use is
robust and amazing for
creativity

JUNTILA
DEEPER MODEL
CAME ALONG




M Od U I a r|'ty output of layer @) deriv. of loss wrt layer’s output
backprop |

dFE ? i
————— > 0 parameter gradient for layer
d

6O parameters for layer

input @

dE
dx

deriv. of loss wrt layer’s input,

G<_____

zi Tl — fl(zl; Bl)



Modularity
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Another view as to why Deep Learning is so successful:
Deep nets represent algorithms learned from data

Where is
the dog?

LSTM > ) ;< — ) 0] : BUBBLE ( al ... an n-1 one pass )
y'{ 1 DUP IF >R
2 { observe D0 D-1 -> permute D-1 DO RO }
3 1- BUBBLE R>
I s 1 4 \ *+ Alternative sketch =#
- count 1 where color 5 \ { observe DO D-1 -> choose NOP SWAP }
Parser —( Layout) 6 \ R> SWAP >R 1- BUBBLE R>
7 ELSE
8 DROP
standing 9 THEN
10} ;
Differentiable Forth Interpreter
Sebastian Riedel et al
Jacob Andreas 0 rHm
G L R 8 ¢
Py B HEE gkt abigtiglinllaligt Hatlaklgl 8
Al |A| 4] |4 a| (B] (3] |3 AR 3] 2| |3 3 3 -1




Neural-Programmer Interpreters (NPI)

NPI inference Generated commands
ADD
Output program
Addition scratch pad ﬁ
SR S—— \
480283844 f':’e'vzau'se:>:{>3§?‘sta.e

+ 302840053 ﬁ
— 3 Input program

observation ADD

Car rendering NPI inference Generated commands

GOTO 1 2

Output program ﬁ

Previous I:“> h ::> Next
NPI state t NPI state
IQ Input program

Environment

observation GOTO 1 2



Frontiers that excite me

Reinforcement learning

Meta learning

Imitation

Robotics

Concepts and abstraction
Awareness and consciousness
Causal reasoning

SRR e oY —



Reinforcement Learning Framework

OBSERVATIONS

Agent Environment

S,




Atari with deep RL
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http://www.youtube.com/watch?v=p4Kem0wQoHs

AlphaZero

Starts off playing completely randomly

AlphaZero

Learns from experience using reinforcement learning
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Amount of Search per Decision

Human
Grandmaster

10s
of moves



Human
Grandmaster

Amount of Search per Decision

State-of-the-Art
Chess Engines

10s
of moves

10,000, 000s
of moves



Amount of Search per Decision

Human State-of-the-Art
Grandmaster AlphaZero Chess Engines
10s 10, 000s 10, 000, B0Os

of moves of moves of moves



Mastering many games with a general RL algorithm




Why not just use robots?

e Industrial Automation
o Perfect repeatability, exceedingly-strong and
dangerous robots.
o Structured workspace, intensive human
engineering, very costly to adjust.
o Limited to some materials.
e State-of-the-Art: DARPA Robotics Challenge
o Fragile stack of hand-crafted estimators and
controllers.

Thanks Tom Erez



http://www.youtube.com/watch?v=g0TaYhjpOfo
http://www.youtube.com/watch?v=ndMG0qZYR6w

Deep learning for manipulation has begun!
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http://www.youtube.com/watch?v=W4joe3zzglU
http://www.youtube.com/watch?v=jwSbzNHGflM
http://www.youtube.com/watch?v=B2HXgt3XrEU
https://docs.google.com/file/d/1Z_zHzHVhRqlsu-MA82VQbanJH15pImPq/preview

Imitation

Helps us address exploration in RL.

It forces us to address third-person transfer,

awareness of self and others, concepts and

abstraction.

3. It manifests also in communities of agents
and it is essential to culture.

4. It results in many useful apps.

N —



http://www.youtube.com/watch?v=VjE0Kdfos4Y&t=50
http://www.youtube.com/watch?v=op5zMQxTVjM

Imitating people is important

Models of translation, speech, ...

Universal collaboration: Machines and humans working together
Models for psychologists, sociologists, kinesiologists, economists, ...
The monetary value of behavioural models of people is vast (trillions)



Learning by watching YouTube

People learn many tasks by watching online videos
Despite huge gaps in visual appearance,

sensing modalities,

body differences, etc..



http://www.youtube.com/watch?v=PNkRgXYwceU

Challenges

Learning by watching Youtube

Domain Gap No Actions No Rewards




Temporal distance classification (TDC)

[0, [1], [21{[3 — 4]{[5 — 20], [21 — 200]

temporal classifier visual embedding




Cross-modal distance classification (CMC)

OYAMAFAMILY

GAME 1-BB, FOR
ATARI AGE 2600 NEW



http://www.youtube.com/watch?v=sYbBgkP9aMo
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http://www.youtube.com/watch?v=DSkP7cXbefM

What does the embedding focus on?

Neuron Activations and how multimodality helps in learning concepts

Visual only Cross-modal

Neuron #46 Neuron #8 Neuron #39
Player Enemies Inventory



Imitation through RL via checkpoints

IMPALA Agent (or any other RL Method)

Similarity to checkpoint on expert trajectory:

é(vagent ) ’ ¢ (Ucheckpoint )

P 0.5 if&(vagent) : Qg(vcheckpoint) >y
imitation 0.0 otherwise

active

rewards observation

embedding space



Imitation through RL to treat variation

expert sequence learnt agent



http://www.youtube.com/watch?v=X73eedK0SUo

Results on hard-exploration Atari games

Montezuma

Pitfall

episode reward

r,w_/
‘-] Montezuma | Pitfalll Private Eye
level 3
7 Pure RL ~ 2,500 ~0 ~ 50
B N ‘_] Avg. Human | 4743 6,464 69,571

DQMD 29,384 3,997 100,747

max (NIPS 2018)

score
Ours 58,175 74,323 98,763

Private Eye

score ‘\ + . S ‘\

/_\/' V ‘_] Averaged score of best policy
/ max ]

40M 80M 120M 160M
environment interactions




First person

Third person

Awareness, theory of mind and consciousness

Me

You

x

J

VY

What other agents
feel, think, sense

Knowledge of the self would help
with disentangling and
representation learning.

It is important to learn to identify
other agents, their behaviour, and
intentions.

An intelligent machine must know
what it knows and what it does
not know. It must have mental,
body, and environment
awareness.

Awareness provides a framework
not only for imitation but also for
teaching and empathy.



Awareness, theory of mind and consciousness

1. Make many body predictions
with deep state space models
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2. Learn awareness models by playing (RL)

3. Obtain dynamic, persistent, wholistic
representations of the world

Degrees

150

Predicted Angle Error
T T T T

120 #)

Sensors ]

Timestep



https://docs.google.com/file/d/1JCaHMwbOXRGFJUm74vQ0lJPcKlR_ErjBnQ/preview
http://www.youtube.com/watch?v=7QFF4-TOqxE

Learning slow to learn fast

e Infants are endowed with systems of
core knowledge for reasoning about
objects, actions, number, space, and
social interactions [eg E. Spelke].

e The slow learning process of evolution
led to the emergence of components that
enable fast and varied forms of learning.



https://docs.google.com/file/d/0B3YnipyY7o2cRnRPLUQ4U1Byak0/preview

Few-shot meta learning

Traditional (supervised) ML
e Train a function approximator with lots of data
e Deploy a (eg) classifier that expects input data to generate predictions

Unleashing the few-shot learning machines
e Train a learning model with lots of data, and with the capacity to learn
e Deploy a model that needs a few data (demos, labeled samples) to rapidly
adapt to a novel task



Conditional policies for one-shot imitation learning

Action decoder
®a;_1
Ti—1

Demonstration state encoder

State decoder

—<“}- Ty
Ti—1

o T1 T2 v IT t=1;I'—1

N[ J——

Yan Duan, Marcin Andrychowicz,
Bradly Stadie, Jonathan Ho, Jonas
Schneider, llya Sutskever, Pieter
Abbeel, Wojciech Zaremba (2017)

Ziyu Wang, Josh
Merel, Scott Reed,
Greg Wayne, NdF,
Nicolas Heess (2017)



http://www.youtube.com/watch?v=oMZwkIjZzCM
http://www.youtube.com/watch?v=NaohsyUxpxw&t=8

Causal reasoning

How do we learn models of the world to achieve counterfactual reasoning?

One option: Agent in simulation must learn to cause the simulated environment to
imitate the real environment, it can then intervene, determine causation, and use it
to make predictions. E.g., it can learn that the rooster doesn’t cause the sun to
rise. We need to neuralize this.




Many other frontiers
This is an exciting time to do research in Al

Abstraction, concepts, relations, objects, programs, architectures
Selecting tasks for self-supervision automatically

Continual knowledge representation in an agent

Grounded language understanding (and lifting)

The emotional/motivational system

Solid, flexible, software frameworks

Module invention (convolution, normalization, resnets, attention, LSTMs)
Ethics and governance (bias, liability, ownership, explainability, labor, ...)



Thank you!

®) DeepMind



